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TL;DR
• Task: Proposing a generalized model for multi-label action recognition in humans and animals.
• Action: Formulating a novel Multi-modal Semantic Query Network (MSQNet) model in a transformer-based object detection framework (e.g., DETR)
for action recognition. It leverages visual and textual cues to eliminate the actor-specific information required in prior art.

• Results: MSQNet outperforms the prior art on five single and multi-label datasets by up to 50%.

Motivation
• Different actors (e.g. humans and animals) required separate action recognition models.
• Those models had customized designs to accommodate specific pose information of the actors.
• Incorporating multiple actors in a single model is challenging since animals exhibit different shapes, sizes, and appearances.
• Previous models primarily focused on single-label action classification, whereas multiple actions usually occur in a single video in the real world.
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Illustration of large action variation across different actors (e.g., animals and humans). Such differences often motivate the development of actor-specific
action recognition models, such as using actor-specific pose estimation.

Multi-modal Semantic Query Network
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Our proposed Multi-modal Semantic Query Network (MSQNet) for multi-modal multi-label action recognition has three main components:
• a spatio-temporal video encoder, that extracts the spatio-temporal features from an input video,
• a vision-language query encoder, that merges the visual and textual information,
• a multi-modal decoder, transforms the video encoding to make multi-label classification with a feed-forward network (FFN).

We evaluate MSQNet on three multi-label (Charades, Hockey, and Animal Kingdom) and two single-label (Thumos 14 and HMDB51) action
recognition datasets.
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Qualitative Results
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Attention rollout on sample videos from Animal Kingdom [1] showing raw frames, heatmap with only
bare backbone, with uni-modal prompt, and MSQNet.

Feature Visualization

Animal Kingdom Charades
Video embeddings without and with the proposed multimodal query learning. The arrow shows the
transition.
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